PROBLEM PAGE
First of all, here's a simple arithmetical problem.

1. The recurring decimal 0.001 represents a rational number.
How long is the recurring block of digits in the square of this

number?

Next, a praoblem sent in by Des MacHale.

§

2. Prove that at least one of the numbers 7w +e, me, is

transcendental,

Finmally, a quickie on infinite series. ‘

3. Suppose that a2 0, for n = 1,2, ... . How large can

an
a,t+a+ ... +an

Il 18

1 e

be?

Now here are the solutions to some earlier problems.

1. If 1 <ps2anda = g% show that

cos @
(EEEE)D 2 1 + tanacos pé, 0s0 s a.

Since there is equality when @=q, it is enough to prove
that

-sinﬁ(l:ose)p'1 s -sina(cosa)p_1sinp9. 0s0 s a
which follows immediately if the function

sin 6(\:056)‘3-1
sinp6

is decreasing for 0 < 6 s a. On differentiation this reduces

- 86 -

to proving that, for 0 < 8 = a,

2 tanf
1 s (p-1)tan?6 +p Tanpb
2 2 tanb
<> sec?6 s pltan?® +‘T§Bpe]

<> sinpd = %[(1 - c0s20)sinpd + sin208cospl ]

f
c-:/(z-p)sinpe s p sin(2-p)o.

/

Since 0 s 2-p < p and pB = n/2, this fimal inequality holds
because sint/t is decreasing for D < t = /2. The proof is

complete.

Remarks
1. The special case 6 = 0 can be written as:

1 2z (cosa)?P + (cosn)p'1sina, 1 <p s 2,
where a = w/2p. Is there a simpler proof of this?

2. The inequality appears in a paper by Matts Essen ("A Super-
harmonic Proof of the M. Riesz Conjugate Function Theorem, Ark.
for Mat., 22 (1984) 241-249). It is needed to show that a
certain function is superharmonic and thus to prove the M.

Riesz theorem (with the best possible constant). The 'elem-

entary' proof of the inequality, given above, was first found

by Wolfgang Fuchs.

2. Suppose that 0 = ¢, s ... s ¢ s m, that A = [sin(|¢i-¢jn]
and that ||A]| = max{]|Ax|| ¢ [|x}].= 1}. Show that

[1al] s cot(zx)

and characterize the case of equality.




This problem was kindly sent in by Bob Grone of Auburn
University. He also supplied the following solution, which

depends on two results which are not particularly well known.
1'11 state these results first and discuss them in more detail

after showing how they solve the problem.

Result 1 An nxn matrix A with non-negative entries has an

eigenvalue A with the following properties:
b

Al
(i) Az Jul, for all eigenvalues u of A, and

T
(ii) A has an associated eigenvector x = [x3s ov- xn]

of unit norm for which

i=1,

Result 2 If a,, ..., &  are the lengths of the sides of a .
plane closed polygon and eij is the angle between the positive

directions of the sides a; and ajs then the area of the poly-

gon is

i_z_aia.sine

i=j 1]

To solve the problem, note that A = [sin|¢i - ¢j|] is

. n
symmetric and so one can form an orthogonal basis for IR of

eigenvectors of A. Using @his one easily sees that
T .
[al]l = 2 = x'Ax = Ziijixj51n(¢i - ¢j),

where A is the eigenvalue and x the eigenvector described in

Result 1.

according to Result 2, the sum on the right is exactly
twice the- area of the centro-symmetric 2n-gon whose first n
consecutive edges have lengths X3, ...y X and are inclined
at angles ¢1s +ce ¢n to the x-axis. By the isoperimetric
inequality, this is at most twice the area of the regular 2n-
gon with perimeter 2(xy + oos + xn). Hence

2
[1all s (X1 + voe + Xn)

W
= cot(zﬁJ.
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Among all positive unit vecters x, the maximum value of

(X, + oo + xn)2 equals n, and this is obtained uniquely at

(1/V/ns <oy 1/V/nN). Thus

w .
Al 5 cot(Z),

with equality if and ?nly if 0y, = i%. 1= 1, eeey N
/.

)
Result 1 belongé to the Perron-Frobenius theory of non-
f
negative matgﬁces (see, for example, E. Seneta, "Non-Negative

Matrices and Markov Chains, Springer). To prove it one puts

K=1(xe R” : |Ix|| =1, x;, 20, i =1, «cc, n}

r(x) i - Lo X K.

One then shows that r is bounded above on K and that
A = sup{r(x) : x € K]}

is attained at an eigenvector x with associated eigenvalue A.

To complete the proof note if y = [y1s «eus yn]T is any
eigenvector of unit norm with associated eigenvalue u then
luyi| s Zaij'yj" i=1, «oey n.
3
and so

Jlul s min Zaijlyjl s A

Yilj
Result 2 is easily proved by induction using the following

fact about areas:




Ur
d

R

Area AABC = Area ABCD + Area AAED.

Jim Clunie points out that Result 2 appebrs in Hobson's

1 -
'Plane Trigonometry' and also remarks th?t 'They don't write
books like that anymore!" '

Phil Rippon,

Open Univensity,

MNilton Keynes.
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